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OBJECT BASED ON THE IMAGE
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WITH THE LOCATION DATA BASED ON THE ATTRIBUTE DATA

l

DETERMINE, BY THE PROCESSOR, A RECOMMENDED USER
CONTEXT FROM ONE OR MORE PREDEFINED USER CONTEXTS
BASED ON A COMPARISON OF THE LOCATION DATA, THE
ATTRIBUTE DATA, AND THE SENSOR DATA WITH LOCATION DATA, —~—1008
ATTRIBUTE DATA, AND SENSOR DATA OF ONE OR MORE IMAGES
ASSOCIATED WITH EACH OF THE ONE OR MORE PREDEFINED
USER CONTEXTS

l

DETERMINE, BY THE PROCESSOR, A RECOMMENDED CLASS OF
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CONTEXT
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SELECT, BY THE PROCESSOR, ONE OR MORE ANNOTATION DATA
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BASED ON THE RECOMMENDED CLASS OR THE RECOMMENDED
USER CONTEXT

l

ANNOTATE, BY THE PROCESSOR, THE IMAGE WITH THE ONE OR
MORE ANNOTATION DATA

—~— 1006

—~—1014

FIG. 10



US 9,189,707 B2

Sheet 11 of 12

Nov. 17, 2015

U.S. Patent

1L "OId "
vz @/
S
X4 3 Sl
€z y3Ldvay y3Ldvay
AVdSIA 3OV4YILNI ¥3SN 2l
0¢ — _ — — _
gy or 7 or or
y3Ldvay
SNOILLIANONNOD H3Ldvav ol nWou VY Ndo Ndo

4
MHOMLAN

€l

b




U.S. Patent Nov. 17, 2015 Sheet 12 of 12 US 9,189,707 B2

PROCESSOR 1210

MEMORY 1202
BUS 1204
SPEAKER 1208

FIG. 12

[(o/

DISPLAY 120




US 9,189,707 B2

1

CLASSIFYING AND ANNOTATING IMAGES
BASED ON USER CONTEXT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application relates to U.S. patent application Ser. No.
14/188,122 filed on Feb. 24, 2014 and entitled “Automatically
Generating Notes and Classifying Multimedia Content Spe-
cific to a Video Production,” the complete disclosure of
which, in its entirety, is herein incorporated by reference.

BACKGROUND

1. Technical Field

The embodiments herein generally relate to classifying and
annotating multimedia content, and more particularly to clas-
sifying and annotating images based on a user context and
intention.

2. Description of the Related Art

Rapid technological development in handheld devices
such as digital cameras, smartphones, and any other camera
enabled devices enables capturing and processing images
ubiquitously. The number of such images being captured and
stored is rapidly increasing. Images that are captured can be
shared with private connections, over a social network, or
with the public. With huge volumes of such images, classifi-
cation of the images has become essential for organizing,
retrieving, and sharing these images. When classification of
images is performed manually, users have to spend a substan-
tial amount of time and effort. Images can be searched and
retrieved by annotating them with tags. Tagging images with
inaccurate information results in large collections of unre-
lated images being lumped together, making it difficult to
organize.

Existing approaches that attempt to address the problem of
image classification typically capture the location of a camera
and tag the image based on the camera location. However, the
location of the camera itself may not be directly relevant to the
image or to the intent or purpose of the photographer in
capturing the image. Annotating the image with the location
data of the camera may thus often result in inaccurate image
classification. Further, the same image can have different
meanings to different users or for the same user at different
occasions, depending upon the intended purpose. It may also
have the same meaning in general (e.g., social photos), but
different users may have different relationships with objects
of an image. For example, a photo of a user in a business
context may have a very different meaning and may hence
require different annotations than a photo from the same user
in a social context for effective searching, retrieving and
sharing in a targeted manner.

Existing approaches that are simply based on available data
generally do not suggest how to individualize annotations or
how to prioritize classifications when there are many different
context-dependent possibilities or classifications, as they do
not determine which of the available data is relevant to the
purpose ofthe user. The existing approaches also generally do
notimprove the fit between the image and the annotation with
time either. Accordingly, there remains a need for a system
and method for annotating and classifying images based on a
user context, and for improving accuracy in annotating the
images over time.

SUMMARY

In view of the foregoing, an embodiment herein provides a
method for annotating and classifying an image based on a
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2

user context. The method includes determining, by a location
data determining unit, a location data of an object captured in
an image by a camera enabled device; determining, by a
processor, an attribute data of the object based on the image;
obtaining sensor data from sensors that are associated with
the location data based on the attribute data; determining, by
the processor, a recommended user context from one or more
predefined user contexts based on a comparison of the loca-
tion data, the attribute data, and the sensor data with location
data, attribute data, and sensor data of one or more images
associated with each of the one or more predefined user
contexts; determining, by the processor, a recommended
class of the captured image based on the recommended user
context; selecting, by the processor, one or more annotation
data from the location data of the object, the attribute data of
the object, and the sensor data from the sensors based on the
recommended class or the recommended user context; and
annotating, by the processor, the image with the one or more
annotation data.

A list of prioritized predefined user contexts may be gen-
erated by the processor based on the comparison. The recom-
mended user context is a highest priority user context from
the list of prioritized predefined user contexts. A recommen-
dation that includes at least one of the recommended user
context and the recommended class may be generated by the
processor, and at least one of a user suggested context and a
user suggested class is processed by the processor.

A weight associated with the location data, the attribute
data, and the sensor data associated with the captured image
may be modified to obtain a modified weight based on which
the user suggested context or the user suggested class is
prioritized over the recommended user context or the recom-
mended class, and a revised recommended user context or a
revised recommended class is determined by the processor
for a subsequent image captured at a subsequent time based
on the modified weight.

The recommended user context and the recommended
class of the captured image are determined based on a set of
rules that are stored in a database. The location data of the
object includes at least one of a distance of the object from the
camera enabled device, a camera inclination angle associated
with the camera enabled device, a latitude and longitude data
of'the object, and a timestamp of the image.

The sensors that are associated with the location data may
include an environmental sensor, an object sensor, and a
social sensor. The sensor data obtained from the environmen-
tal sensor may include weather data, temperature data, pres-
sure data, humidity data, wind data, precipitation data, and
data from a chemical sensor, an allergen sensor, a noise sen-
sor, and a light sensor.

The sensor data obtained from the object sensor includes
the attribute data of the object in the image. The sensor data
obtained from the social sensor may include private data to
identify a person in the image, data associated with people at
the location of the object, and data from a social medium. The
sensor data may include reviews, articles, electronic mes-
sages, information from the World Wide Web, and news from
a location of the object.

In another aspect, a camera enabled device for classifying
an image based on a user context is provided. The camera
enabled device includes a camera that captures an image of an
object, a location data determining unit that determines a
location data of the object captured in the image, a memory
unit that stores a set of modules and a database, and a proces-
sor that executes the set of modules. The set of modules
includes an attribute data determination module when
executed by the processor determines an attribute data of the
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object based on the image, a sensor data obtaining module
when executed by the processor obtains sensor data from
sensors that are associated with the location data based on the
attribute data, a user context determination module when
executed by the processor determines a recommended user
context from one or more predefined user contexts based on a
comparison of the location data, the attribute data, and the
sensor data with location data, attribute data, and sensor data
of'one or more images associated with each of the one or more
predefined user contexts, a relevant class determination mod-
ule when executed by the processor determines a recom-
mended class of the image based on the recommended user
context, and an image classification module when executed
by the processor classifies the image based on the recom-
mended class.

The set of modules may further include an annotation data
selection module when executed by the processor selects one
or more annotation data from at least one of the location data
of the object, the attribute data of the object, and the sensor
data from the sensors based on the recommended class or the
recommended user context, and an image annotation module
when executed by the processor annotates the image with the
annotation data.

The user context determination module when executed by
the processor generates a list of prioritized predefined user
contexts based on the comparison. The recommended user
context is a highest priority user context from the list of
prioritized predefined user contexts. The set of modules fur-
ther includes a recommendation generation module when
executed by the processor generates a recommendation that
includes at least one of the recommended user context and the
recommended class, and an input processing module when
executed by the processor processes at least one of a user
suggested context and a user suggested class.

The set of modules further includes a weight module when
executed by the processor modifies a weight associated with
at least one of the location data of the object, the attribute data
of'the object, and the sensor data from the sensors associated
with the image to obtain a modified weight based on which
the user suggested context and the user suggested class are
prioritized over the recommended user context and the rec-
ommended class. The user context determination module
determines a revised recommended user context and a revised
recommended class for a subsequent image captured at a
subsequent time based on the modified weight.

The recommended user context and the recommended
class of the image are determined based on a set of rules that
are stored in the database. The location data determining unit
includes a range finder that records a distance of the object
from the camera enabled device, a tilt-roll-pitch sensor that
calculates a camera inclination angle of the camera enabled
device, a global positioning system that determines a location
of the object, and a compass that calculates a latitude and
longitude data of the object.

In yet another aspect, an annotation data server that
includes a memory unit that stores a database is provided. The
annotation data server includes a processor that receives a
location data of an object captured in an image, determines an
attribute data of the object, obtains sensor data from sensors
that are associated with the location data based on the
attribute data, determines a recommended user context from
aplurality of predefined user contexts based on a comparison
ofthe location data, the attribute data, and the sensor data with
location data, attribute data, and sensor data of one or more
images associated with each of the plurality of predefined
user contexts, selects one or more annotation data from the
location data of the object, the attribute data of the object, and
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the sensor data from the sensors based on a recommended
class of the image or the recommended user context, and
generates a recommendation that include the one or more
annotation data for annotating the image. The recommended
user context is determined based on a set of rules that are
stored at the database.

These and other aspects of the embodiments herein will be
better appreciated and understood when considered in con-
junction with the following description and the accompany-
ing drawings. It should be understood, however, that the fol-
lowing descriptions, while indicating preferred embodiments
and numerous specific details thereof, are given by way of
illustration and not of limitation. Many changes and modifi-
cations may be made within the scope of the embodiments
herein without departing from the spirit thereof, and the
embodiments herein include all such modifications.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments herein will be better understood from
the following detailed description with reference to the draw-
ings, in which:

FIG. 1 is a system for annotating and classifying an image
according to an embodiment herein;

FIG. 2 is a block diagram of the location data determining
unit of the camera enabled device of FIG. 1 according to an
embodiment herein;

FIG. 3 is a system diagram of the image annotation and
classification tool of the camera enabled device of FIG. 1
according to an embodiment herein;

FIG. 4 is a system diagram of the image annotation and
classification tool of the annotation data server of FIG. 1
according to an embodiment herein;

FIG. 5 is a table view illustrating predefined user contexts
according to an embodiment herein;

FIG. 6 is a table view illustrating classification of an image
captured by two different users into two different classes
based on contexts of the users according to an embodiment
herein;

FIG. 7 is a table view illustrating personalized annotations
of'an image captured by two different users having a similar
context according to an embodiment herein;

FIG. 8 is a table view illustrating a context of the user
determined based on a location data of an object captured in
an image and a set of rules stored in the database according to
an embodiment herein;

FIG. 9 is a table view illustrating rules for sharing images
according to an embodiment herein;

FIG. 10 is a flow diagram illustrating a method for anno-
tating and classifying an image based on a user context
according to an embodiment herein;

FIG. 11 illustrates a schematic diagram of a computer
architecture used in accordance with the embodiments
herein; and

FIG. 12 illustrates system block diagram of the camera
enabled device or the annotation data server of FIG. 1 accord-
ing to an embodiment herein.

DETAILED DESCRIPTION

The embodiments herein and the various features and
advantageous details thereof are explained more fully with
reference to the non-limiting embodiments that are illustrated
in the accompanying drawings and detailed in the following
description. Descriptions of well-known components and
processing techniques are omitted so as to not unnecessarily
obscure the embodiments herein. The examples used herein
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are intended merely to facilitate an understanding of ways in
which the embodiments herein may be practiced and to fur-
ther enable those of skill in the art to practice the embodi-
ments herein. Accordingly, the examples should not be con-
strued as limiting the scope of the embodiments herein.

As mentioned, there remains a need for a system and
method for annotating and classifying images based on a user
context, and improving accuracy in determining contexts,
classes and annotations over the time. The embodiments
herein achieve this by identifying a context of a user in cap-
turing an image by mapping current contextual information
of an object captured in the image with user pattern data. A
relevant class of the image is determined based on the context
of'the user, and the image is annotated with one or more tags
based on the relevant class or the context. Referring now to
the drawings, and more particularly to FIGS. 1 through 12,
where similar reference characters denote corresponding fea-
tures consistently throughout the figures, there are shown
preferred embodiments.

FIG. 1 is a system 100 illustrating a user 102 capturing an
image of an object 106 using a camera enabled device 104
that includes a location data determining unit 114 and an
image annotation and classification tool 116 at the camera
enabled device 104 or an annotation data server 112 that
obtains sensor data from sensors 110 through a network 108
for annotating and classifying the image according to an
embodiment herein. The camera enabled device 104 may
include any of a mobile phone (e.g., a smartphone), a digital
camera, a tablet, etc. The location data determining unit 114
determines a location data associated with the object 106
captured in the image. The user may be an individual or a
computer/machine.

The image annotation and classification tool 116 deter-
mines a context and an intention of the user 102 in capturing
the image of the object 106 based on current contextual infor-
mation and user pattern data. The current contextual informa-
tion of the image includes the location data of the object 106,
an attribute data, sensor data from the sensors 110, and/or a
recent activity of the user 102 with the camera enabled device
104. The recent activity of the user 102 may include sending
an email or a message, a phone call, a usage of an application
(e.g., a chat application, a photo sharing application, and/or a
social network) in the camera enabled device 104, and/or a
calendar entry.

The user pattern data includes predefined user contexts that
may be locally stored at the camera enabled device 104 or
may be stored remotely at the annotation data server 112. A
predefined user context may include (i) images, and (ii) con-
texts, classes, annotations and sensor data (e.g., a location
data, an attribute data, and data from sensors) associated with
each image. The images and the sensor data may be pre-
programmed, user-defined, and/or derived from images cap-
tured by the user 102 in the past. With the context of the user
102 and/or the current contextual information, a relevant class
of the image is determined to cluster the image with the
relevant class. The image is further annotated with the current
contextual information based on the context ofthe user 102 or
the relevant class.

The location data of the object 106 that is determined using
the location data determining unit 114 includes, but is not
limited to, (a) a distance of the object 106 from the camera
enabled device 104, (b) an inclination angle of the camera
enabled device 104 when capturing the image, (c) a location
of the object 106, (d) a latitude and longitude data of the
location of the object 106, (e) a data and time of capturing the
image, (f) a motion of the camera enabled device 104, and (g)
lighting information on the camera enabled device 104. In
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one embodiment, the location data of the object and a context
may also be determined based on information from a location
database (e.g., Google® places, Foursquare® checkins,
Facebook® places, etc).

An attribute data of the object 106 captured in the image
indicates an object type based on features of the object 106.
For example, the object 106 captured in the image may be an
individual who is a friend of the user 102. In this context, the
image annotation and classification tool 116 determines a
corresponding attribute data of the object 106 as a person.

Sensor data is obtained from the sensors 110 that are asso-
ciated with the location data of the object 106 through the
network 108. The sensors 110 may include an environmental
sensor, an object sensor, and a social sensor. The environmen-
tal sensor may collect weather information, temperature
information, pressure information, humidity information,
wind information, precipitation information, and/or informa-
tion from at least one of a chemical sensor, an allergen sensor,
a noise sensor, and a light sensor.

The object sensor may sense proximity to an object (e.g., a
train, a building, a tree, or a car) or equipment using near field
communication (NFC), a transponder, and/or RFID to iden-
tify the object. The object sensor may also sense proximity to
another camera enabled device. The social sensor includes
data from social media (e.g., Facebook®, LinkedIn®, Twit-
ter®, Google+®, etc). Examples of such sensor data include
private data to identify a person in the image, location-based
posts of people in a photo, and/or people at the location of the
object. However, in one embodiment, sensor data is also
obtained from publicly available data such as reviews,
articles, Tweet messages, information from the World Wide
Web, and news from a location of the object. In one embodi-
ment, sensor data is obtained from the sensors 110 based on
the attribute data. For example, when the user 102 captures an
image of an airplane in the sky, the image annotation and
classification tool 116 determines an attribute data as “flight’.
Then, the image annotation and classification tool 106 obtains
sensor data from an object sensor that includes flight infor-
mation.

FIG. 2, with reference to FIG. 1, illustrates the location data
determining unit 114 of the camera enabled device 104 of
FIG. 1 according to an embodiment herein. The location data
determining unit 114 may include one or more of a camera
202, a rangefinder 204, a tilt-roll-pitch sensor 206, a global
positioning system (GPS) 208, and a compass 210. The cam-
era 202 captures an image of the object 106. The rangefinder
204 records a distance 212 of the object 106 from the camera
enabled device 104. The tilt-roll-pitch sensor 206 calculates a
camera inclination angle 214. The compass 210 calculates a
latitude and longitude data of a location of the object 106
and/or the camera enabled device 104. The location data
determining unit 114 may include a gyro meter, a magnetom-
eter, or an accelerometer for determining an orientation of the
camera enabled device 104.

The camera enabled device 104 may also include one or
more additional sensors for capturing data associated with the
user 102 and the object 106 of an image. Examples of addi-
tional sensors include a motion sensor, a vibration sensor,
and/or a camera information capturing sensor. The motion
sensor identifies travelling information of the user 102 based
on changes in a location of the camera enabled device 104 of
the user 102, in one example embodiment. The vibration
sensor may identify the user’s physical activity, for example
exercising, an outdoor activity such as bike riding, etc.

The camera information capturing sensor captures data
that includes a model of the camera 202, camera settings and
preferences, a light level, a usage of flash, and a camera type
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(e.g., a camera mounted on a helmet or a vehicle, a fixed
security camera, a smartphone, a digital single lens reflex
camera, wearable Google® glasses, a hidden camera, etc).
Data obtained from the additional sensors may also be a part
of current contextual information.

FIG. 3, with reference to FIGS. 1 through 2, illustrates the
image annotation and classification tool 116 of the camera
enabled device 104 of FIG. 1 according to an embodiment
herein. The camera enabled device 104 includes a processor
(e.g., the processor 1210 of FIG. 12) and a memory unit (e.g.,
a memory 1202 of FIG. 12) that stores a set of modules
associated with the image annotation and classification tool
116 and a database 302. The processor executes the set of
modules include an attribute data determination module 304,
a sensor data obtaining module 306, a current contextual
information generation module 308, a user context determi-
nation module 310, a relevant class determination module
312, an image classification module 314, an annotation data
selection module 316, an image annotation module 318, a
recommendation generation module 320, an input processing
module 322, and a weight module 324. The database 302
stores user pattern data that includes predefined user contexts.

The attribute data determination module 304 determines an
attribute data associated with an object captured in an image
based on features of the object. The sensor data obtaining
module 306 obtains sensor data from the sensors 110 that are
associated with a location of an object captured in an image
based on the attribute data, in one embodiment. For example,
the user 102 captures an image of an object (i.e., a painting) at
a XYZ museum in Washington. Sensor data from the sensors
110 that are associated with the location (e.g., Washington or
USA) of the object may include information on the painting
from a public data such as electronic messages (e.g., Tweet
messages), blogs or web, people at the XYZ museum from a
social medium, and/or weather information of the location,
Washington.

Based on an attribute data (i.e., an artistic work) deter-
mined using the attribute data determination module 304, the
sensor data obtaining module 306 obtains sensor data include
information on the painting from a public data such as Tweet
messages, blogs or web at the location of the object, and/or
people at the XYZ museum from a social medium, but not
weather information.

The current contextual information generation module 308
generates a context vector (e.g., using the processor 1210 of
FIG. 12) that includes current contextual information associ-
ated with the object 106. For example, Context vector=[Lo-
cation data, Attribute data, Sensor data, and/or User’s recent
activity]. In one embodiment, the context vector is a row of
sensor data at a point in time. The context vector may be
represented as below:

X(t)=[a, b, c, d], where x(1) is a context vector at time t, and
a, b, ¢, and d are measurements from sensors 110.

Also, the context vector may be scaled with weights that
may be represented as: w=[w1, w2, w3, w4].

In one embodiment, scaling of the context vector may be
represented as: wl*a+w2*¥*b+w3*c+w4*d. Alternatively,
scaling of the context vector may be represented as wT*x(t),
where wT is a transform of w (i.e., converting a row vector of
weights to a column vector of weights). With a time series of
sensor data from various locations associated with objects
that are captured in images at various time (e.g., t1,t2, and t3),
a matrix (S) may be generated and represented as:

S=[al,bl,cl,dl
a2,b2,c2,d2

a3,b3,¢3,d3]

With the context vector and/or the matrix, a user context
associated with capturing an image is determined. The user
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context determination module 310 determines a recom-
mended user context from predefined user contexts based on
a comparison of current contextual information of an image
of'an object being captured with location data, attribute data,
and sensor data of images associated with each of the pre-
defined user contexts. A weight may be assigned for each
predefined user contexts based on the comparison to obtain a
list of prioritized predefined user contexts that may poten-
tially be relevant to the current context of capturing the image.
The user context determination module 310 further deter-
mines and recommends a highest priority user context (e.g., a
context having a more weight) from the list of prioritized
predefined user contexts as a recommended user context for
the image. In another embodiment, the user context determi-
nation module 310 determines a match (e.g., a closest Euclid-
ian distance) between the context vector of the object 106 and
the context vectors from the user pattern data, and determines
a context of the user 102 based on the match. In one embodi-
ment, when there is no match found, the image annotation and
classification tool 116 generates a message that prompts the
user 102 to input a context and/or a classification associated
with the image. In one embodiment, a weight vector that
corresponds to the context vector of the object 106 is applied
before performing a Fuclidian distance calculation.

The relevant class determination module 312 determines a
recommended class of the image of the object 106 based on
the current contextual information and/or the recommended
user context that is determined using the user context deter-
mination module 310. The image classification module 314
classifies the image of the object 106 into the recommended
class thatis determined using the relevant class determination
module 312.

The annotation data selection module 316 selects annota-
tion data from the current contextual information associated
with the object 106 of the image based on the recommended
class or the recommended user context. The image annotation
module 318 annotates the image of the object 106 with the
annotation data. The recommendation generation module
320 generates a recommendation that includes the recom-
mended user context and/or the recommended class. When
the recommendation that includes the recommended user
context and/or the recommended class is incorrect, the user
102 inputs a user suggested context and a user suggested
class. The input processing module 322 processes the user
suggested context and the user suggested class, and stores in
the database 302. In one embodiment, when the prioritized
predefined user contexts does not include the user suggested
context and the user suggested class, the prioritized pre-
defined user contexts is updated to include the user suggested
context and the user suggested class. A location data, an
attribute data, and the sensor data for the user suggested
context and the user suggested class may be obtained from
corresponding location data, attribute data, and sensor data of
the image of the object 106 being captured.

The weight module 324 modifies a weight associated with
current contextual information of the image of the object 106
such that the user suggested context and/or the user suggested
class is prioritized over the recommended user context and
the recommended class of the list of prioritized predefined
user contexts. For a subsequent image captured at a subse-
quent time, the user context determination module deter-
mines a revised recommended user context and/or a revised
recommended class based on a modified weight.

Inone embodiment, determining a recommended user con-
text in capturing the image of the object 106, determining a
recommended class of the image, and generating a recom-
mendation including annotation data for annotating the image
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is performed at the annotation data server 112 using the image
annotation and classification tool 116 as described below.

FIG. 4, with reference to FIGS. 1 through 3, illustrates the
image annotation and classification tool 116 of the annotation
data server 112 of FIG. 1 according to an embodiment herein.
The annotation data server 112 includes a processor (e.g., a
processor 1210 of FIG. 12) and a memory unit (e.g., a
memory 1202 of FIG. 12) that stores a set of modules asso-
ciated with the image annotation and classification tool 116
and a database 402. The processor executes the set of modules
include a location data obtaining module 404, the attribute
data determination module 304, the sensor data obtaining
module 306, the current contextual information generation
module 308, the user context determination module 310, the
relevant class determination module 312, the annotation data
selection module 316, and an annotation data recommenda-
tion module 406. The database 402 stores user pattern data
that includes prior contextual information associated with
various images captured by the user 102 in the past. The
location data obtaining module 404 obtains a location data of
the object 106 that is determined using the location data
determining unit 114 of the camera enabled device 104
through the network 108 of FIG. 1.

With reference to FIGS. 1 through 3, as described above the
attribute data determination module 304 determines an
attribute data associated with the object 106, and a sensor data
obtaining module 306 obtains sensor data from the sensors
110 that are associated with the location of the object. The
current contextual information generation module 308 gen-
erates a context vector that includes current contextual infor-
mation associated with the object 106 captured in the image.
The user context determination module 310 determines a
recommended user context. The relevant class determination
module 312 determines a recommended class of the image of
the object 106 based on the current contextual information
and/or the recommended user context. The annotation data
selection module 316 selects annotation data from the current
contextual information associated with the object 106 based
on the recommended user context or the recommended class.

The annotation data recommendation module 406 gener-
ates a recommendation that includes annotation data that is
selected using the annotation data selection module 316. The
recommendation that includes the annotation data may be
communicated to the camera enabled device 104 for annotat-
ing the image. In one embodiment, annotation of the image is
performed at the annotation data server 112, and an annotated
image is communicated to the camera enabled device 104. It
should be apparent to one of ordinary skill in the art that the
image annotation and classification tool 116 of the annotation
data server 112 stores and executes additional modules (e.g.,
the recommendation generation module 320, the input pro-
cessing module 322, and the weight module 324) described
above. In one embodiment, the modules of FIG. 3 and FIG. 4
are implemented as (i) a logically self-contained part of a
software program that when executed by the processor per-
forms one or more functions as described above, and/or (ii) a
self-contained hardware component.

FIG. 5, with reference to FIGS. 1 through 4, is a table view
illustrating predefined user contexts 502 that includes classes
(not shown in FIG. 5), one or more images 504 associated
with each context, and prior contextual information 506 asso-
ciated with each image stored in the database 302 or 402
according to an embodiment herein. In one embodiment, the
images 504 were captured by the user 102 at some point in the
past. The prior contextual information 506 of each of the
images 504 includes, but is not limited to, a class, a location
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data, an attribute data, a user context, and/or a context vector
associated with each image 504.

For example, prior contextual information associated with
an image ‘photo of sky’ captured by the user 102 in the past
includes, a predefined user context ‘weather’, a class ‘Fore-
casts’, a location data, an attribute data ‘sky’, user context
‘weather information’, and a context vector may include:
Context vector=(60°,37.0000° N, 120.0000° W, Jan. 1, 2014,
10 PM, Sky, Weather information).

Similarly, the images 504 of each of the predefined user
contexts 502 include corresponding prior contextual informa-
tion stored in the database 302 or 402. For instance, prior
contextual information associated with an image ‘Photo of a
person ‘John” captured by the user 102 in the past includes, a
predefined user context ‘social’, a class ‘Friends’, a location
data, an attribute data ‘person’, user context ‘Sharing photos’,
and a context vector may include: Context vector=(2 meters,
20°, 40.6700° N, 73.9400° W, Jan. 10, 2014, 8 PM, person,
application, social, John, buddy).

Another example of prior contextual information associ-
ated with an image ‘Photo of an airplane in the sky’ captured
by the user 102 in the past includes, a predefined user context
‘travel’, a class ‘Travel information’, a location data, an
attribute data ‘Sky and Airplane’, a user context ‘flight infor-
mation’, and a context vector may include: (60°, 37.0000° N,
120.0000° W, Jan. 1, 2014, 11 PM, sky, airplane, flight infor-
mation.

FIG. 6, with reference to FIGS. 1 through 5, is a table view
illustrating classification of an image 602 captured by two
different users 102, 604 into two different classes 606 based
on contexts 608 of the users according to an embodiment
herein. For example, the user 102 and a user 604 capture an
image 602 of Sky. The image annotation and classification
tool 116 obtains a location data of an object (i.e., Sky).

The attribute data determining module 304 determines an
attribute data associated with an object of the image 602 as
‘Sky’. The sensor data obtaining module 306 obtains sensor
data from an environmental sensor (e.g., weather informa-
tion, humidity information, and temperature information)
and public information (e.g., information on galaxy from
blogs at the object location, and information on rainbow)
available at the object location. The image annotation and
classification tool 116 generates a context vector for the
image 602 captured by the user 102 with current contextual
information 610. Context vector=(Camera facing upward,
60°, 62.2270° N, 105.3809° W, Jan. 2, 2014, 6 AM, Sky,
weather information, humidity information, temperature
information, information on galaxy from blogs at the object
location, information on rainbow).

The user context determination module 310 compares the
context vector associated with the image 602 captured by the
user 102 with context vectors associated with the images 504
of the predefined user contexts 502. The user context deter-
mination module 310 determines a list of prioritized pre-
defined user contexts based on a comparison between the
context vector associated with the image 602 and the context
vectors associated with the images 504.

For example, a list of prioritized predefined user context
includes a first priority context as ‘weather’, a second priority
context as ‘flight information’, and a third priority context as
‘social’. Accordingly, a first highest weight is assigned to the
context ‘weather’, a second highest weight to the context
“‘flight information’, and a third highest weight to the context
‘social’. The recommendation generation module 320 gener-
ates a recommendation that includes a user recommended
context (e.g., weather) and/or a user recommended class (e.g.,
forecasts). In one embodiment, the user 102 indicates the
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recommendation is correct. In another embodiment, the user
102 inputs a user suggested context (e.g., social) and/or a user
suggested class (e.g., post image) when the recommendation
is incorrect. The input processing module 322 processes the
user suggested context and the user suggested class, and
includes it to the predefined user contexts 502. The weight
module 324 modifies a weight associated with the location
data, the attribute data, and the sensor data associated with the
image 602 such that the user suggested context and the user
suggested class is prioritized over the recommended user
context and the recommended class. For a subsequent image
captured at a subsequent time, the user context determination
module 310 determines a revised recommended user context
and arevised recommended class based on a modified weight.

The context of the user 102 in capturing the image 602 is
same as the context of the user 102 in capturing the image
‘Photo of sky’, in one embodiment. In another embodiment,
the context (e.g., humidity information) of the user 102 in
capturing the image 602 may be related with the context (e.g.,
weather information) of the user 102 in capturing the image
‘Photo of sky’.

Based on the context (e.g., ‘weather information’), the
relevant class determination module 312 determines a class of
the image 602 to cluster the image 602 with the class. In one
embodiment, a class of the image 602 is related to or is the
same as a class (e.g., Forecasts) of an image (e.g., Photo of
sky) from the database 302 or 402 that includes a context
vector which matches the context vector of the image 602.
The image 602 may be automatically clustered with the class
‘forecasts’. Based on the class Torecats’ of the image 602 or
the context ‘weather information’, the annotation data selec-
tion module 316 selects annotation data from the location
data, the attribute data, and/or the sensor data (i.e., the
weather and/or humidity information) to annotate the image
602.

However, annotations and a class of the image 602 cap-
tured by the user 604 are different from annotations and a
class of the image 602 captured by the user 102, since a
context of the user 102 and 604 in capturing the image 602
differs. For instance, the database 302 stores (a) an image
‘Photo of sky’ captured by the user 604 in the past, (b) a
corresponding class (e.g., nature) of the image, and (c) cor-
responding prior contextual information that includes a user
context ‘Galaxy information’. When the user 604 captures the
image 602, the user context determination module 310 deter-
mines a current context of the user 604 as ‘Galaxy informa-
tion’ by determining a match between a current context vector
and a context vector associated with the image ‘Photo of sky’.

The relevant class determination module 312 determines a
class (e.g., ‘nature’) of the image 602 may be similar as a class
of'the image ‘Photo of sky’ based on the user context. Based
on the class ‘nature’ of the image 602 or the context ‘galaxy
information’, the annotation data selection module 316
selects annotation data from a location data, an attribute data,
and/or the sensor data (i.e., information on galaxy from blogs
at the object location, and/or information on rainbow) to
annotate the image 602. Thus, the image 602 captured by
users 102 and 604 is classified into a class ‘forecasts’ and a
‘nature’ respectively. Similarly, the annotation data of the
image 602 captured by the users 102 and 604 also differs. In
one embodiment, the same sensor data may have different
meanings depending upon contexts of users.

FIG. 7, with reference to FIGS. 1 through 6, is a table view
illustrating personalized annotations 702 of an image 704
captured by two different users 102, 708 having a similar
context 706 according to an embodiment herein. For
example, the user 102 and a user 708 capture an image 704 of
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aperson ‘John’. With current contextual information 710, the
image annotation and classification tool 116 generates a con-
text vector for the image 704 captured by the user 102 may
include: Context vector=(4 meters, camera facing upward,
37.3700° N, 122.0400° W, Feb. 1, 2014, person, John). The
current contextual information 710 includes data from a
social sensor of the sensors 110 that includes data for recog-
nizing the person in the captured image 704.

The user context determination module 310 compares the
context vector associated with the image 704 captured by the
user 102 with context vectors associated with the images 504
of the predefined user contexts 502. For example, a closest
match found by the user context determination module 310
for the context vector of the image 704 is a context vector
associated with an image ‘Photo of a person John’ of FIG. 5.
The context vector of the image ‘Photo of a person John’ also
includes a connectivity of the user 102 with the person ‘John’.
A context (e.g., social) of the user 102 is determined based on
the match.

The annotation data selection module 316 selects annota-
tion data from at least one of the location data, the attribute
data, and the sensor data associated with the image 704,
and/or the prior contextual information that includes the con-
nectivity (e.g., friend) of the user 102 with the person ‘John’.
The image annotation module 318 annotates the image 704
with the annotation data (e.g., John, my friend).

However, annotations of the image 704 captured by the
user 708 are different from annotations of the image 704
captured by the user 102, even though a context of the user
102 and 708 in capturing the image 704 is the same. This is
because prior contextual information including a connectiv-
ity of the person ‘John’ with the user 102 is different from the
user 708. In one embodiment, connectivity data is provided
by the user 102 or 708. In another embodiment, connectivity
data is automatically obtained from a social sensor of the
sensor 110.

FIG. 8, with respect to FIGS. 1 through 7, is a table view
illustrating a context 802 of'the user 102 determined based on
location data 804 of an object captured in an image and a set
of rules stored in the database 302 or 402 according to an
embodiment herein. The set of rules include rule results,
contexts (i.e., the one or more recommended user contexts),
and/or classifications i.e., (the one or more recommended
user classes) for location data, attribute data, and/or sensor
data associated with various objects being captured. In one
embodiment, the set of rules are defined by the user 102, a
manufacturer of the camera enabled device 104, or an admin-
istrator of the annotation data server 112. For example, the set
of rules include a rule result ‘object may be a menu card’ and
a context ‘food or diet’ for a location data that includes an
object location which is a restaurant, a camera position that is
facing down, and a range which is close.

When the user 102 captures an image of an object at a
restaurant at a close range using the camera enable device 104
which is facing down, the image annotation and classification
tool obtains a rule result 806 ‘object may be a menu card’ and
a context 802 ‘food or diet’ from the set of rules. In one
embodiment, the set of rules are specific to the user 102.
Based on the context 802, the image of the object is classified
using the image annotation and classification tool 116.

The set of rules may also include rule results and context
for the attribute data of various objects. For example, the set
of rules include a rule result ‘object may be feet of a person’
and context ‘walking statistics or shopping’ for an attribute
data that indicates a type of an object that is captured in an
image of a person and when the camera enabled device 104 is
facing down.
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Similarly, when the user 102 captures an image of an object
106 at his/her office at a close range using the camera enabled
device 104 which is in a horizontal position, the image anno-
tation and classification tool 116 obtains a rule result 806
‘object may be aperson’and a context 802 ‘business or social’
from the set of rules. The time at which the image of the object
is captured is given as a working time (e.g., 9 AM to 5 PM),
and then the context 802 may be business. A time at which the
image of the object is captured is given as a leisure time (e.g.,
7 PM to 10 PM), and then a context 802 may be social.

Also, based on the usage of a camera (e.g., a front camera)
to capture an image of an object, the image annotation and
classification tool 116 determines a rule result 806 ‘object
may be a self picture’ from the set of rules. Likewise, based on
the location data 804 of the table view of FIG. 8, a context 802
and a rule result 806 associated with each image are obtained
from the set of rules, and images are classified based on the
context 802.

FIG. 9, with reference to FIGS. 1 through 8, is a table view
illustrating rules 902 for sharing images 904 according to an
embodiment herein. The image annotation and classification
tool 116 determines image information and obtains a corre-
sponding rule for sharing the image from set of rules stored in
the database 302 or 402. Examples of image information
include an object captured in an image, a location of an object,
a relation of an image with any events, and an image is tilted
up or tilted down. In one embodiment, the image information
is obtained based on a location data, an attribute data, and/or
sensor data associated with an object.

For example, the user 102 captures an image of a person
who is a friend of the user 102 as indicated and defined by a
social medium application (e.g., Facebook®, LinkedIn®,
etc.). Based on data from a social sensor, the image annotation
and classification tool determines image information such as
an identity (e.g., a name) and a connectivity of the person
captured in the image with the user 102. Based on the image
information, the image annotation and classification tool 116
obtains a rule 902 ‘share the image on the social medium’
from set of rules. Similarly, based on image information
associated with each image 904 of the table view of FIG. 9, a
rule 902 is obtained for sharing each image. In one embodi-
ment, over a period of time, the image annotation and classi-
fication tool 116 generates new rules or updates existing rules
based on user suggested context and user suggested classes.
For example, when the user 102 captures an image of a
building at a location XYZ, the image annotation and classi-
fication tool 116 determines a recommended user context
(e.g., favorite architecture) and a recommended class (e.g.,
construction) associated with the image based on the set of
rules. When the recommended user context and/or the rec-
ommended class is incorrect, the user 102 may train the image
annotation and classification tool 116 by inputting a user
suggested context (e.g., My office) and a user suggested class
(e.g., social). Based on the user suggested context and/or the
user suggested class, a new rule may be generated or an
existing rule may be updated for identifying a user context
and a class of a similar image captured at a subsequent time.

In one embodiment, using the image annotation and clas-
sification tool 116, the user 102 may define set of rules for
classifying images. The set of rules relate to user input and
define classifications of images. For example, the user 102
has scheduled a trip to an amusement park, and defines a set
of rules. An example of a set of rules that relate to user input
include ‘when a user presses a number ‘1’ using a keypad or
a virtual keypad of the camera enabled device 104 after cap-
turing an image, classify the image into a class ‘Water rides™.
Another example of set of rules include when a user presses a
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number ‘2’ using a keypad or a virtual keypad of the camera
enabled device 104", classify the image into a class ‘resort’.

When the user 102 visits an amusement park and captures
an image, and presses the number ‘1°, the image is automati-
cally classified into the class ‘Water rides’. Similarly, when
the user 102 captures another image, and presses the number
2’, the image is automatically classified into the class
‘resort’. Inone embodiment, after capturing an image, classes
and corresponding numbers that are pre-defined are displayed
to the user 102. The user 102 may input a number for classi-
fying the image. Also, for a captured image, at least one of a
location data, an attribute data, a sensor data, and a user
context are determined using the image annotation and clas-
sification tool 116 and annotations are generated.

Images that are classified using a set of rules and its corre-
sponding classes and contextual information are stored in the
database 302 or 402 as user pattern data. The user 102 does
not need to classify a similar image manually in the future.
The image annotation and classification tool 116 determines
a context based on current contextual information and the
user pattern data, classifies and annotates the image automati-
cally based on the context.

FIG. 10, with reference to FIGS. 1 through 9, is a flow
diagram illustrating a method for annotating and classifying
animage based on a user context according to an embodiment
herein. In step 1002, a location data of an object that is
captured in an image by a camera enabled device 104 is
determined (e.g., by a location data determining unit 114 of
FIG. 1). In step 1004, an attribute data of the object is deter-
mined (by the processor 1210 of FIG. 12) based on the image.
In step 1006, sensor data from one or more sensors 110 that
are associated with the location data is obtained (e.g., using
the sensor data obtaining module 306 of FIG. 3) based on the
attribute data. In step 1008, a recommended user context is
determined (e.g., by the recommendation generation module
310 when executed by the processor 1210 of FIG. 12) from
one or more predefined user contexts based on a comparison
ofthe location data, the attribute data, and the sensor data with
location data, attribute data, and sensor data of one or more
images associated with each of the one or more predefined
user contexts. In step 1010, a recommended class of the
captured image is determined (e.g., by the processor 1210 of
FIG. 12) based on the recommended user context. In step
1012, one or more annotation data is selected (e.g., by the
annotation data selection module 316 of FIG. 3 when
executed by the processor 1210 of FIG. 12) from the location
data of the object, the attribute data of the object, and the
sensor data from the sensors based on the recommended class
or the recommended user context. In step 1014, the image is
annotated (e.g., by the image annotation module 318 of FIG.
3 when executed by the processor 1210 of FIG. 12) with the
one or more annotation data.

A list of prioritized predefined user contexts may be gen-
erated by the processor 1210 based on the comparison. The
recommended user context is a highest priority user context
from the list of prioritized predefined user contexts. A recom-
mendation that includes at least one of the recommended user
context and the recommended class may be generated (e.g.,
by the recommendation generation module 310 of FIG. 3
when executed by the processor 1210 of FIG. 12), and at least
one of a user suggested context and a user suggested class is
processed by the processor 1210.

A weight associated with the location data, the attribute
data, and the sensor data associated with the captured image
may be modified (e.g., by the weight module 324 of FIG. 3) to
obtain a modified weight based on which the user suggested
context or the user suggested class is prioritized over the
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recommended user context or the recommended class, and a
revised recommended user context or a revised recommended
class is determined (e.g., by relevant class determination
module 312 when executed by the processor 1210 of F1G. 12)
for a subsequent image captured at a subsequent time based
on the modified weight.

The recommended user context and the recommended
class of the captured image are determined based on a set of
rules that are stored in the database (the database 302 or the
database 402). The location data of the object includes at least
one of a distance of the object from the camera enabled device
104, a camera inclination angle associated with the camera
enabled device 104, a latitude and longitude data of the
object, and a timestamp of the image.

The sensors 110 that are associated with the location data
may include an environmental sensor, an object sensor, and a
social sensor. The sensor data obtained from the environmen-
tal sensor may include weather data, temperature data, pres-
sure data, humidity data, wind data, precipitation data, and
data from a chemical sensor, an allergen sensor, a noise sen-
sor, and a light sensor.

The sensor data obtained from the object sensor includes
the attribute data of the object in the image. The sensor data
obtained from the social sensor may include private data to
identify a person in the image, data associated with people at
the location of the object, and data from a social medium. The
sensor data may include reviews, articles, electronic (e.g.
Tweet™) messages, information from the World Wide Web
(or the Internet), and news from a location of the object.

The techniques provided by the embodiments herein may
be implemented on an integrated circuit chip (not shown).
The chip design is created in a graphical computer program-
ming language, and stored in a computer storage medium
(such as a disk, tape, physical hard drive, or virtual hard drive
such as in a storage access network). If the designer does not
fabricate chips or the photolithographic masks used to fabri-
cate chips, the designer transmits the resulting design by
physical means (e.g., by providing a copy of the storage
medium storing the design) or electronically (e.g., through
the Internet) to such entities, directly or indirectly. The stored
design is then converted into the appropriate format (e.g.,
GDSII) for the fabrication of photolithographic masks, which
typically include multiple copies of the chip design in ques-
tion that are to be formed on a wafer. The photolithographic
masks are utilized to define areas of the wafer (and/or the
layers thereon) to be etched or otherwise processed.

The resulting integrated circuit chips can be distributed by
the fabricator in raw wafer form (that is, as a single wafer that
has multiple unpackaged chips), as a bare die, or in a pack-
aged form. In the latter case the chip is mounted in a single
chip package (such as a plastic carrier, with leads that are
affixed to a motherboard or other higher level carrier) or in a
multichip package (such as a ceramic carrier that has either or
both surface interconnections or buried interconnections). In
any case the chip is then integrated with other chips, discrete
circuit elements, and/or other signal processing devices as
part of either (a) an intermediate product, such as a mother-
board, or (b) an end product. The end product can be any
product that includes integrated circuit chips, ranging from
toys and other low-end applications to advanced computer
products having a display, a keyboard or other input device,
and a central processor. The embodiments herein can include
hardware and software embodiments. The embodiments that
comprise software include but are not limited to, firmware,
resident software, microcode, etc.

Furthermore, the embodiments herein can take the form of
a computer program product accessible from a computer-
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usable or computer-readable medium providing program
code for use by or in connection with a computer or any
instruction execution system. For the purposes of this
description, a computer-usable or computer readable medium
can be any apparatus that can comprise, store, communicate,
propagate, or transport the program for use by or in connec-
tion with the instruction execution system, apparatus, or
device.

The medium can be an electronic, magnetic, optical, elec-
tromagnetic, infrared, or semiconductor system (or apparatus
ordevice) or a propagation medium. Examples of'a computer-
readable medium include a semiconductor or solid state
memory, magnetic tape, a removable computer diskette, a
random access memory (RAM), aread-only memory (ROM),
arigid magnetic disk and an optical disk. Current examples of
optical disks include compact disk-read only memory (CD-
ROM), compact disk-read/write (CD-R/W) and DVD.

A data processing system suitable for storing and/or
executing program code will include at least one processor
coupled directly or indirectly to memory elements through a
system bus. The memory elements can include local memory
employed during actual execution of the program code, bulk
storage, and cache memories which provide temporary stor-
age of at least some program code in order to reduce the
number of times code must be retrieved from bulk storage
during execution.

Input/output (VO) devices (including but not limited to
keyboards, displays, pointing devices, etc.) can be coupled to
the system either directly or through intervening I/O control-
lers. Network adapters may also be coupled to the system to
enable the data processing system to become coupled to other
data processing systems or remote printers or storage devices
through intervening private or public networks. Modems,
cable modem and Ethernet cards are just a few of the currently
available types of network adapters.

A representative hardware environment for practicing the
embodiments herein is depicted in FIG. 11, with reference to
FIGS. 1 through 10. FIG. 11 illustrates a hardware configu-
ration of an information handling/computer system in accor-
dance with the embodiments herein. The system comprises at
least one processor or central processing unit (CPU) 10. The
CPUs 10 are interconnected via system bus 12 to various
devices such as a random access memory (RAM) 14, read-
only memory (ROM) 16, and an input/output (I/O) adapter
18. The I/O adapter 18 can connect to peripheral devices, such
as disk units 11 and tape drives 13, or other program storage
devices that are readable by the system. The system can read
the inventive instructions on the program storage devices and
follow these instructions to execute the methodology of the
embodiments herein. The system further includes a user inter-
face adapter 19 that connects a keyboard 15, mouse 17,
speaker 24, microphone 22, and/or other user interface
devices such as a touch screen device (not shown) to the bus
12 to gather user input. Additionally, a communication
adapter 20 connects the bus 12 to a data processing network
25, and a display adapter 21 connects the bus 12 to a display
device 23 which may be embodied as an output device such as
a monitor, printer, or transmitter, for example.

FIG. 12, with reference to FIGS. 1 through 11, illustrates a
system block diagram of the camera enabled device 104 or the
annotation data server 112 of FIG. 1 having an a memory
1202 having a computer set of instructions, a bus 1204, a
display 1206, a speaker 1208, and a processor 1210 capable of
processing a set of instructions to perform any one or more of
the methodologies herein, according to an embodiment
herein. The processor 1210 may also enable digital content to
be consumed in the form of video for output via one or more
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displays 1206 or audio for output via speaker and/or ear-
phones 1208. The processor 1210 may also carry out the
methods described herein and in accordance with the embodi-
ments herein. Digital content may also be stored in the
memory 1202 for future processing or consumption. The
memory 1202 may also store program specific information
and/or service information (PSI/SI), including information
about digital content (e.g., the detected information bits)
available in the future or stored from the past. A user of the
camera enabled device 104 or the annotation data server 112
may view this stored information on display 1206 and select
an item of for viewing, listening, or other uses via input,
which may take the form of keypad, scroll, or other input
device(s) or combinations thereof. When digital content is
selected, the processor 1210 may pass information. The con-
tent and PSI/SI may be passed among functions within the
camera enabled device 104 or the annotation data server 112
using bus 1204.

The image annotation and classification tool 116 deter-
mines a context and an intention of users (e.g., user 102) in
capturing images, and so annotations of the images are spe-
cific to users. Sensor data are obtained from a location of an
object 106 captured in an image (e.g., images 504, for
example). Even when an image has multiple meanings and
various possible annotations, a precise annotation is obtained
for tagging the image based on a user context and intention.
Over a period of time, the image annotation and classification
tool 116 improves understanding of a user context and inten-
tion and annotations through a learning algorithm. The image
annotation and classification tool 116 differentiates between
a same user in different contexts with different purposes
based on user pattern data. Also, since classification of
images is performed based on a user context, the images are
clustered into a relevant class and are easy to organize.

Using the image annotation and classification tool 116, the
user 102 can easily provide an input (e.g., notes, annotations,
editing annotations, and class information) related to an
image. The embodiments explained above describe annotat-
ing and classifying an image using the image annotation and
classification tool 116. However, a video also can be anno-
tated with a location data, an attribute, and/or sensor data in
addition with camera information. Annotation of video pro-
vides a timeline of annotated data that may be imported as
notes into video editing software (e.g., Final Cut). Annota-
tions may be added to a video at fixed intervals and/or adap-
tively based on change in a range or sensor data.

The image annotation and classification tool 116 learns to
predict a context of capturing an image (e.g., a monument),
and from within the context can predict a classification of the
image based on a feedback from the user 102. When the
image annotation and classification tool 116 suggests a con-
text or a classification based on a vector of sensor data (e.g.,
contextual vector), the user 102 may correct the suggestion. A
feedback loop of suggestions and corrections over time trains
the image annotation and classification tool 116 in determin-
ing classifications of images.

The foregoing description of the specific embodiments will
so fully reveal the general nature of the embodiments herein
that others can, by applying current knowledge, readily
modify and/or adapt for various applications such specific
embodiments without departing from the generic concept,
and, therefore, such adaptations and modifications should and
are intended to be comprehended within the meaning and
range of equivalents of the disclosed embodiments. It is to be
understood that the phraseology or terminology employed
herein is for the purpose of description and not of limitation.
Therefore, while the embodiments herein have been
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described in terms of preferred embodiments, those skilled in
the art will recognize that the embodiments herein can be
practiced with modification within the spirit and scope of the
appended claims.

What is claimed is:

1. A method for annotating and classifying an image based
on a user context, said method comprising:

determining, by a location data determining unit, a location

data of an object captured in an image by a camera
enabled device;

determining, by a processor, an attribute data of said object

based on said image;
obtaining sensor data from sensors that are associated with
said location data based on said attribute data;

determining, by said processor, a recommended user con-
text from a plurality of predefined user contexts based on
a comparison of said location data, said attribute data,
and said sensor data with location data, attribute data,
and sensor data of a plurality of images associated with
each of said plurality of predefined user contexts;

determining, by said processor, a recommended class of
said captured image based on said recommended user
context;

selecting, by said processor, a plurality of annotation data

from said location data of said object, said attribute data
of said object, and said sensor data from said sensors
based on said recommended class or said recommended
user context; and

annotating, by said processor, said image with said plural-

ity of annotation data.

2. The method of claim 1, further comprising generating,
by said processor, a list of prioritized predefined user contexts
based on said comparison, wherein said recommended user
context is a highest priority user context from said list of
prioritized predefined user contexts.

3. The method of claim 1, further comprising:

generating, by said processor, a recommendation compris-

ing at least one of said recommended user context and
said recommended class; and

processing, by said processor, at least one of a user sug-

gested context and a user suggested class.

4. The method of claim 3, further comprising:

modifying, by said processor, a weight associated with at

least one of said location data, said attribute data, and
said sensor data associated with said captured image to
obtain a modified weight based on which said user sug-
gested context or said user suggested class is prioritized
over said recommended user context or said recom-
mended class; and

determining, by said processor, a revised recommended

user context or a revised recommended class for a sub-
sequent image captured at a subsequent time based on
said modified weight.

5. The method of claim 1, wherein said recommended user
context and said recommended class of said captured image
are determined based on a set of rules that are stored in a
database.

6. The method of claim 1, wherein said location data of said
object comprises at least one of a distance of said object from
said camera enabled device, a camera inclination angle asso-
ciated with said camera enabled device, a latitude and longi-
tude data of said object, and a timestamp of said image.

7. The method of claim 1, wherein said sensors that are
associated with said location data comprise at least one of an
environmental sensor, an object sensor, and a social sensor.

8. The method of claim 7, wherein said sensor data
obtained from said environmental sensor comprises at least
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one of weather data, temperature data, pressure data, humid-
ity data, wind data, precipitation data, and data from at least
one of a chemical sensor, an allergen sensor, a noise sensor,
and a light sensor.

9. The method of claim 7, wherein said sensor data
obtained from said object sensor comprises said attribute data
of said object in said image.

10. The method of claim 7, wherein said sensor data
obtained from said social sensor comprises at least one of
private data to identify a person in said image, data associated
with people at said location of said object, and data from a
social medium.

11. The method of claim 1, wherein said sensor data com-
prises reviews, articles, electronic messages, information
from the World Wide Web, and news from a location of said
object.

12. An annotation data server comprising a processor that:

receives a location data of an object captured in an image;

determines an attribute data of said object;
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obtains sensor data from sensors that are associated with
said location data based on said attribute data;
determines a recommended user context from a plurality of
predefined user contexts based on a comparison of said
location data, said attribute data, and said sensor data
with location data, attribute data, and sensor data of a
plurality of images associated with each of said plurality
of predefined user contexts;
selects a plurality of annotation data from said location
data of said object, said attribute data of said object, and
said sensor data from said sensors based on a recom-
mended class of said image or said recommended user
context; and
generates a recommendation comprising said annotation
data for annotating said image.
13. The server of claim 12, wherein said recommended
user context is determined based on a set of rules that are
stored in a database.



